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Abstract

The growth, accessibility of the Internet and the explosion of personal
computing devices have made applications on the web growing robustly,
especially for e-commerce and public services. Unfortunately, the vul-
nerabilities of these web services also increased rapidly. This leads to the
need of monitoring the users accesses to these services to distinguish ab-
normal and malicious behaviors from the log data in order to ensure the
quality of these web services as well as their safety. This work presents
methods to build and develop a rule-based systems allowing services’
administrators to detect abnormal and malicious accesses to their web
services from web logs. The proposed method investigates characteris-
tics of user behaviors in the form of HTTP requests and extracts efficient
features to precisely detect abnormal accesses. Furthermore, this report
proposes a way to collect and build datasets for applying machine learn-
ing techniques to generate detection rules automatically. The anomaly
detection system of was tested and evaluated its performance on 4 dif-
ferent web sites with approximately one million log lines per day.

Key words: Anomaly detection system, web log, rule generation, user behavior, TF-IDF.
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1 Introduction

Anomaly detection can refer to the problem of finding patterns in the data
that do not match the expected behavior. These nonconforming patterns are
often referred to as anomalies, exceptions, contradictory observations, and ir-
regularities depending on the characteristics of different application domains.
With the development of the Internet and web applications, anomaly detection
in web services can range from detecting misuse to malicious intent which de-
grade the quality of website service or commit fraudulent behaviors. With web
services, analytic techniques need to transform the original raw data into an
appropriate form that describes the session information or the amount of time
a user interacts with the services provided by the website.

In monitoring users’ access to web services, a rule-based anomaly detection
technique is commonly used due to its accessibility and readability to services
administrators. There are two basic approaches to generating rules. The former
is based on a rule manually and statically created by service administrators
when analyzing users’ behaviors. Another approach is to dynamically and
automatically create rules using data mining techniques or machine learning.

For static rule generation, it is first necessary to construct a scenario of
the situation that the administrator wants to simulate. For example, if there
is one process running on one device and another process running on another
device at the same time and the combination of both processes causes a security
issue, the administrator needs to model this scenario. Besides creating these
rules, administrators must enforce the correlation among these rules to verify
whether the case is an anomaly or not. A rule can contain many parameters
such as time frame, repeating pattern, service type, port, etc. The algorithm
then checks the data from the log files and finds out attack scenarios or unusual
behaviors.

The advantage of this approach is the ability to detect anomaly behaviors
of access by correlating analysis and thus detecting intruders difficult to detect.
There are specific languages that allow the creation of rules as well as tools to
create rules effectively and easily. For companies with appropriate resources
and budget, it is easier and more convenient to buy a set of rules than to use
several systems to create specific rules.

The downside of this approach is high cost, especially for maintaining the
set of rules. Modeling each attack scenario is not an easy and trivial task. It is
most likely to re-perform the same type of attack and sometimes the anomaly
cannot be identified. In addition, attack patterns can change and new attack
forms are invented every day. As such, it is necessary to evolve the set of rules
over time despite the fact that there is the possibility that some unspecified
attacks, that could easily occur, are unrecognized.

The dynamic rule-generation approach has been used for anomaly detection
for quite some time. The generated rules are usually in the form of if-then.
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First, the algorithm generates patterns that can be further processed into a set
of rules allowing to determine which action should be taken. Methods based on
dynamic rule generation can solve the problem of continually updating attack
patterns (or rules) by looking for potential unknown attacks. The disadvantage
of this approach is the complexity of multi-dimensional spatial data analysis.
Algorithms capable of processing such data often have high computational
complexity. Therefore, it is necessary to reduce the dimension of the data
as much as possible.

Our work proposes the development of anomaly detection system for web
services based on dynamically generating rules using machine learning tech-
niques. The data used in the analysis process is log entries from web services.
In particular, Section 2 presents research on the use of machine learning tech-
niques for the generation of anomaly detection rules. Section 3 describes the
proposed anomaly detection system of web access as well as how to collect and
build the dataset for building model that automatically generates detection
rules. At the end of the work, the evaluation of the proposed system in term
of execution time and detection performance and future work are presented.

2 RELATED WORK

Rule-based anomaly detection techniques learn rules representing the normal
behaviors of users. The case of checking not being followed by any rule is
considered an anomaly. These types of anomaly detection techniques may
be based on classifiers using machine learning techniques that operate on the
following general hypothesis: The classifier can distinguish between normal and
abnormal classes that can be learned in certain characteristic spaces.

The multi-class classification assumes that training data contains labeled
items belonging to common multi-class grades as in [1] and [2]. Such anomalous
detection techniques rely on a classifier to distinguish between each normal label
and the other. A data item being examined is considered abnormal if it is not
classified as normal by any classifier or set of rules corresponding to that class.
Some classification techniques combine reliable scores with their predictions.
If no classifier is reliable enough to classify the data item as normal then this
data item is considered abnormal.

The rule-based technique for a multi-class problem basically consists of two
steps. The first step is to learn the rules from the training data using algorithms
such as decision trees, random forests, etc. Each rule has a corresponding
confidence that this value is proportional to the importance of the case. The
second step is to find the best representation rule for the test samples. Several
variants of rule based techniques have been described in [3, 4, 5, 6, 7].

Association rule mining [8] has been applied to detect anomalies in a single-
class pattern by creating rules from unsupervised data. Association rules are
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created from a categorized dataset. To ensure that the rules are closely linked
to the patterns, support thresholds can be used to eliminate rules with low
support levels. Association rule mining techniques have been used to detect
network intrusion behavior as in [9, 10, 11].

FARM (Fuzzy Association Rule Model) was developed by Chan et al. [12] to
target SOAP or XML attacks against web services. Most research on anomaly
detection systems on servers and networks can only detect low-level attacks
of the network while web applications operate at a higher application level.
FARM is an anomaly detection system for network security issues especially
for web-based e-commerce applications.

A number of anomaly detection methods for web service intrusion detection
system are called Sensor web IDS to deal with abnormal behavior on the web
[13]. This system applies algorithms based on theories of medians and standard
deviations that are used to calculate the maximum length of input parameters
with URIs. To detect misuse and abnormal behaviors, the proposed model uses
Apriori algorithm to exploit a list of commonly used parameters for URIs and
determine the order of these commonly used parameter sequences. The found
rules will be removed according to the parameter length used in the maximum
allowed URIs based on the calculation of median value in the dataset. This
model incorporates association rule mining techniques and a variety of data
sources including log data and network data that allow detection of various
types of misuse as well as unusual behaviors related to attacks like denial of
service, SQL injection.

Detecting anomalies using rule generation techniques with multi-class clas-
sification can use powerful algorithms to distinguish cases of different classes.
This allows identifying in detail groups of normal as well as unusual behaviors.
On the other hand, the verification phase of this technique is often very fast be-
cause each test sample is compared with the previous calculation model. With
the formulation of rules from labeled dataset, the accuracy of labels assigned
to different classes (typically normal and abnormal) has a decisive effect on the
performance of the rule set, which is often difficult in practice.

3 PROPOSED METHOD

3.1 Classification model for detecting anomalies

Classification problem, one of the basic problems of machine learning, in order
to learn the classification model from a set of labeled data (training phase),
then, classify the test sample into one of the classes by using the learned model
(verification phase). As introduced in the previous section, with the detec-
tion of abnormal behaviors of machine learning techniques, it facilitates the
construction of classifiers, automatically learning the characteristics of each
class to classify, such as intrusive and normal behaviors by learning from sam-
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Figure 1: Steps for data processing

ple data. This approach allows for greater automation in case of new threats
such as modifying old attack techniques but retaining some characteristics of
previous hacking.

In order to apply machine learning techniques to classify abnormal or nor-
mal, one must first build labeled datasets for training. The basic steps in data
processing are shown in Figure 1. Each record in the dataset describes features
and a label (also called a class). These characteristics are derived from certain
characteristics of user behaviors, such as the size of the query or the frequency
of a certain parameter segment in the query; label is a binary value indicat-
ing whether the query is normal or not. Analysis to identify characteristics
of user behavior can apply basic techniques such as identifying structures or
components in the collected data. Statistical analyzes add user behavioral char-
acteristics such as representations of interoperability between data components
or abstract representations of collected data structures.

With the detection of web service anomalies, statistical and analytical tech-
niques can be applied to a user’s query string and transforming the strings into
simple statistical characteristics such as the number of elements in the retrieval.
For example, the parameters, how to use these components, or how the compo-
nent correlates with abnormal and normal user behavior. Figure 2 shows two
main stages in applying the classification model for anomaly detection.

The Random Forest algorithm [14] is used in the training process of the
classification machine learning model. This popular algorithm allows a rule set
to classify the input data. Random Forest [14] is a classification and regression
method based on combining the predicted results of a large number of decision
trees. Using a decision tree is like an election where only one person votes.
Generating decision trees from a data sample to diversify the ”votes” for con-
clusions. The application of techniques to generate data samples or a random
selection of branches will create ”malformed” trees in the forest. The more
types, the more votes will provide us with a multi-dimensional, more detailed
view and thus the conclusions will be more accurate and closer to reality. In
fact, Random Forest has become a reliable tool for data analysis.
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Figure 2: Phases of classification model

3.2 Representation of user behavior data

User interactions with web services are stored in server log files. The key infor-
mation in these files is the web service queries encapsulated by HTTP protocol.
The header of HTTP queries is used to extract information for training the de-
tection model. Furthermore, these queries are required to be labeled as normal
or abnormal. For example, first the URL (http://host/users) is extracted and
paired with the HTTP method (e.g. GET, POST, PUT, etc.). On the other
hand, HTTP queries also contain parameters for web services, for example
parameter1=value1&parameter2=value2. These parameters should also be ex-
tracted and modified appropriately according to the machine learning model
used. The following section examines some ways of representing user behaviors
including common and TF-IDF features from the collected data.

3.2.1 Common features

Each HTTP query can be represented with common features [15] based on
simple statistics about the parameters being sent, structural statistics in pa-
rameters as well as paths (URIs). The follow represents these features. Firstly,
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statistical characteristics of a query include:

• Query length

• Length of the parameters

• Length of station information description

• Length of the ”Accept-Encoding” header

• Length of the ”Accept-Language” header

• Length of header ”Content-Length”

• Length of the ”User-Agent” header

• Minimum byte value in the query

• Maximum byte value in the query

And, characteristic of parameters sent to the server:

• Number of parameters

• Number of words in the parameter

• Number of other characters in the parameter

Characteristics of links to web pages:

• Number of digits in the path to the page

• Number of other characters in the path to the page

• Number of letters in the path to the page

• Number of special characters in the path to the page

• Number of keywords in the link to the page

• Path length

Statistical measures adds information about parameters which support de-
tecting associations between features as well as quantifying the correlation with
the type of user behaviors that the machine learning model wants to distin-
guish. The use of all or part of the above features has firstly impact on the
performance of the classification algorithm. In other words, the analysis qual-
ity depends directly on the feature selection used in the model that represents
the behavior of user in the query.
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3.2.2 TF-IDF features

On the other hand, the sequence of parameters in HTTP query can also be
encoded using the TF-IDF measure on keywords or key phrases in parameters.
The TF-IDF measure is a common measure in text analysis [16], which indicates
the frequency of the occurrence of the keyword TF (Term Frequency) and its
inverse IDF (Inverse Document Frequency). TF and IDF measurements are
determined as follows:

tf(t, d) =
f(t, d)

max {f(w, d) : w ∈ d} (1)

idf(t, D) = log
|D|

|{d ∈ D : t ∈ d}| (2)

where f(t,d): number of occurrences of keyword t in the user’s query parameter;
max {f(w, d) : w ∈ d} : the most occurrences of the keyword w in the query;
|D|: total user query parameters; |{d ∈ D : t ∈ d}|: number of documents con-
taining t.

This TF-IDF measure facilitates the evaluation the similarity between HTTP
queries. With data from the web log, parameters used in queries are separated
from the content of the original query, followed by markers (such as ’=’) in
the query parameter. To determine the TF-IDF measure, it is common for the
sequence of parameters to be converted into 3-word phrases (n-gram = 3) and
carry out the TF-IDF determination for these 3-word phrases.

3.3 Evaluation

The representation of user behavior to web service has a direct and significant
effect on the performance of the machine learning model, consequently, detec-
tion of abnormal behavior. The HTTP CSIC 2010 dataset [17] was used to
evaluate the effectiveness of user behavior representation with Random Forest
learning.

HTTP CSIC 2010 dataset contains traffic generated targeting e-commerce
web applications. In this web application, users can purchase items using the
shopping cart and register by providing some personal information. The dataset
is automatically created and contains 36,000 common requests and more than
25,000 abnormal requests. HTTP requests are labeled as normal or abnormal,
and the dataset includes attacks like SQL injection, buffer overflows, crawling,
file disclosure, CRLF, XSS injection, and parameter modification.

To evaluate the results of the classifier for detecting unusual behavior in user
queries, the dataset was divided into two training and verification parts. The
ratio is divided into 70% for training and 30% for verification. The results of
the abnormal query classification of specific representations of user web service
queries are shown in Table 1.
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Table 1: Accuracy of anomaly detection methods
Methods Accuracy (%)

Common features with RF 95.59
TF-IDF features with RF 99.50

The results in Table 1 show that the selection of user query representation
has a great influence on the accuracy of anomaly detection. TF-IDF repre-
sentation method is significantly more accurate than using common features.
However, the time and complexity to process data according to TF-IDF is likely
larger than those of common features. Therefore, when the amount of data in-
creases significantly, this could be a problem to TD-IDF method. Within the
scope of this work, TF-IDF was selected for machine learning model because
of its accuracy and compared against the common features.

4 Rule based anomaly detection system of web

access

Formulating a rule set for anomaly detection can be done by applying a machine
learning model to detect anomalies through a decision tree algorithm. Decision
trees are structured hierarchies that allow classification of data into different
classes according to different branches by the rules. In other words, these rules
show the relationship between data characteristics and classified classes. In
case of necessity, decision trees can decay into discrete rules.

In the anomaly detection problem, data on user behaviors need to be divided
into normal and abnormal. The set of decision tree rules can determine the
class of user behavior based on the characteristic of user behavior.

The following section present in details classification models applied to
anomaly detection based on random forest algorithms.

4.1 System description

Figure 3 shows the steps in the training phase to build anomaly detection model
suitable for the collected data. The first step, preprocessing, is to transform
the information of the user’s service query to a format that conforms to the
chosen algorithm. Basically, this step removes unnecessary information and
selects the appropriate features.

The next step is to select the features. The remaining information of the
user query is transformed into a data format suitable for training. The simplest
form is the common data statistics such as the average value of the query
string, the number of parameters in the log record, etc. This step can use
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Figure 3: Steps of building an anomaly detection model

Figure 4: Steps of anomaly detection

more statistical analysis to transform character string data to numeric value
for training process.

The final step is training to use Random Forest algorithms to create training
models. The selected model is saved to serve for later detection of abnormal
access. Detecting abnormal user behavior to alert the administrator is done
through the steps shown in Figure 4.

Similar to the analysis model building phase, when a user accesses to the
web service, user queries are read from the log files and modified in accordance
with the anomaly detection model. Next is calculating the characteristics that
represent these queries to obtain the best performance. Examination of anoma-
lous queries of users is done by using analytical model obtained from the train-
ing phase. In abnormal cases, the administrators are alerted via the messaging
module.
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4.2 System development

The Python programming environment and scikit-learn library suite provide
a diverse set of tools that allow rapid and efficient deployment of machine
learning models. On the other hand, this development environment also allows
convenient connection with database management systems suitable for manag-
ing large volume of web log data such as MongoDB. The proposed system was
developed based on Python 3.6, the scikit-learn library, and Mongodb database
management system. It performs following functions:

• Stores data about the user’s web service query. The information about
the query to the user’s web service is transferred from the log file (Web
log) to the standard format and stored in the MongoDB database for
retrieval and processing.

• Convert web log data into TF-IDF and common features that can be used
for building classification models. Representing the user’s access to the
web service has a decisive influence on the performance of the anomaly
detection model. As surveyed and evaluated in the introduction, TF-IDF
is the best way to represent user access.

• Develop classification models using machine learning techniques with ran-
dom forest algorithms. The random forest algorithm is an advanced de-
cision tree algorithm that improves the learning performance of the clas-
sification model. As such, this algorithm allows the generation of rules to
effectively detect abnormal access. The learned model will be saved for
later detection of anomalies.

• Detecting abnormal behavior. This phase is similar to the model building
stage except that it is using the learned model to find out which users’
access to the web service abnormal. The analytical results are saved for
further investigation of the administrators.

• Warning. Notify the administrator or responsible person for unusual
behavior through a predetermined channel. The current system is limited
to email communication.

4.3 Building datasets

HTTP CSIC 2010 dataset is a common sample dataset used in the evaluation
and testing of the performance of anomaly access detection models in the field
of research. Although, the dataset contains anomaly access patterns in various
forms, such as XSS attacks, SQL injections, applying this for analyzing user
access behavior of a specific web service may not really fit. Therefore, building
appropriate datasets for web services plays a decisive role in maintaining perfor-
mance of systems as well as analyzing abnormal behavior of users. This work
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proposes a semi-automated way to build a dataset for building classification
models.

Security assessment tools for web services provide important sources of ab-
normal access patterns in various forms such as hijacking, XSS, or SQL injec-
tion. These templates are very useful for building sample datasets. However,
these templates are not widely provided and the format is not entirely con-
sistent with the end-user web service access analysis system. This work uses
security assessment tools to generate abnormal access patterns which can be
used for building model. In addition to the abnormal access patterns, normal
ones are generated automatically by the web service structure scanning tool.
For dynamic web sites, the scanning process is manually supported by the ad-
ministrator. Thus, the system will be provided with 2 sample data access files
including abnormal pattern and normal pattern.

OWASP Zed Attack Proxy (ZAP) [18] is one of the most popular open
source security tools and is actively maintained by a large user community.
ZAP can help web service administrators to automatically find security issues,
especially during the development and testing of applications.

In this work, ZAP is used to generate abnormal access queries to web ser-
vices that the administrators want to monitor. ZAP is set to maximum oper-
ating mode to obtain the most types of access (hijacking, XSS, SQL injection,
etc.) as well as the maximum number of generated samples. These samples
are saved as semi-structured files for later processing (e.g.: anomaly.csv). At
the same time, ZAP generates reports that show specific security issues of the
interested web services. These will be collected and saved in a separate file
(e.g.: blacklist.csv).

In addition to security analysis tools, ZAP provides a mechanism for scan-
ning web service structures through web spider and AJAX spider services.
These tools allow to collect information about the structure of service pages
and save them in the text file (e.g.: normal.csv). This work conducted using
ZAP tool to collect data of web service access to 4 test websites with the follow-
ing volume: about 300,000 abnormal queries, 200,000 normal accesses, about
6,000 web pages with security issues (blacklist).

In addition to the data generated through the ZAP toolkit, log data to four
test web sites is also used to generate the dataset. Access by users with an
HTTP code outside of the normal range (return code > 200) will be consid-
ered an abnormal access due to an error. In addition, accesses in the log files
coincide with those of anomaly.csv and blacklist.csv files, which are considered
abnormal. The way to identify unusual access from the log file is not entirely
straightforward, but it is still useful because from an administrative point of
view, access to the faulty web service should be alerted.

Data from the web log files from 4 test sites was sampled over 4 to 5 days
with each site. The data collected included nearly 340,000 normal and nearly
56,000 abnormal accesses. Among the test sites, 1 site has an average data
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volume significantly lower (about 25%) compared to the remaining sites.
The data collected from the log file combined with the data generated from

the ZAP toolkit, after eliminating duplicates, constructs the dataset for build-
ing classification model. In fact, this dataset is quite balanced, including nearly
470,000 normal and 380,000 abnormal accesses.

4.4 Experiment and evaluation

4.4.1 Performance experiment

As mentioned above, an anomaly detection system for web access was developed
based on Python 3.6 and scikit-learn library. The dataset from the above is
divided in the ration of 7 : 3 for training and testing corresponding to the
number of accesses 554, 000 : 238, 000. These accesses are represented by TF-
IDF to perform machine learning techniques using random tree learning. The
parameters used in the classification model building process are set to the
default level. Test results show that the accuracy of classification model is
about 95%. Table 2 details the classification of normal and anomaly accesses
from a learned model.

Table 2: Confusion matrix
Normal Abnormal

Normal 139,167 3,039
Abnormal 8,311 105,578

The results obtained from building classification models are relatively good.
The classification model obtained from the model building step was used on
the access data obtained from the log file to produce results as shown in Table
3.

The data in the table shows that at some point the number of user access
doubles the average at other times. The number of abnormal fluctuations is not
proportional to the access volume of the user. Figure 5 shows the percentage of
hits checked (which do not coincide with other accesses) and anomalies in the
number of queries tested. During the observed period, the number of anomalies
fluctuated around 2% of the total number of queries examined. Particularly, in
the 3rd and 4th observation range, the rate of abnormalities increased sharply.

Several abnormal user accesses are shown in Table 4. Accesses from 1 to 4
are relatively clear acts of attack on web services. Access 5 and 6 are not really
obvious behaviors or attempts to browse the directory structure of a website.
However, these behaviors still need to be monitored by administrators.
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Table 3: Anomaly detection results
Total
access

Total check Abnormal

3,759,770 39,311 238
917,004 7,989 102,445

1,486,577 30,884 2,718
682,988 25,936 1,291

1,640,803 32,530 262
1,356,999 30,716 147
1,007,064 27,002 60
1,864,161 30,051 74
2,434,863 35,028 204
1,788,273 30,232 458
1,895,390 44,230 116
1,553,298 38,047 90

Figure 5: Percentage of prediction results

4.4.2 Run-time experiment

Despite the better detection quality of TF-IDF model when applying against
CSIC data-set, this model perform is equally good compared to common-feature
model with accuracy of 95.57% and 96.01% respectively with the data-set sup-
ported by ZAP tool. For training phase using the same machine and data-set,
it takes almost 7 minutes to construct TF-IDF model compared about a half
of minute to build common-feature model. Therefore, it is more important and
interesting to investigate the run-time of these two models during testing phase
(detecting anomaly).

These models, namely TF-IDF and common-feature models, are used to
detect the anomaly against the datasets collected in 8 different days and each
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Table 4: Abnormal access
No. Abnormal access

1 /Default.aspx?sname=..%2f..%2f..%2fetc%2fpasswd&sid=1293&pa
geid=32306

2 /Default.aspx?sname=http%3a%2f%2fwww.google.com+&sid=1293
&pageid=32306

3
/wps/wcm/connect/309b0a0042eaedc58881ccd8919db02e/HINHLO
N.bmp?MOD=AJPERES

4
/Default.aspx?sname=c%3A%2FWindows%2Fsystem.ini&sid=4&p
ageid=468

5 /public/upload nhieuanh/server/php/ index.php
6 /vanban.aspx?type=%2527%253e%253c%2500rhLvZ%253e

dataset in these days is run by 5 times. The average run-time of these models
is recorded in the unit of seconds and illustrated in the table. As showed
in the table, the common-feature model performs better providing that the
number of log records below 600,000 but the model is quite slower when the
log records above 1 million. Despite its simplicity in computing feature, the
common-feature model cannot keep pace with TF-IDF model when data size
increases.

4.5 Discussions

Applying rule generation techniques to anomaly detection helps administrators
easily visualize how the detection system works. Machine learning techniques
using the decision tree algorithm allow the development of anomaly detection
rules quickly and efficiently. This technique is also one of the common and
typical for detecting anomalies based on the generation of anomalous behavioral
classification tree. The experiment result showed that using TD-IDF features
to represent user behavior from access log data achieves good results compared
to other representation.

The advantage of a decision-based technique is that the training speed is
fast but the effectiveness of the detection system depends on the quality of the
dataset used to build the analytical model. The report proposes a way to build
a dataset that meets the need for detecting anomaly and monitoring user access
based on the ZAP security tool. This dataset is stored in semi-structured files
including anomaly (anomaly.csv) and normal (normal.csv) samples, and black-
lists (blacklist.csv). This greatly supports administration in analysis and mon-
itoring of web services with limited resources. The simple structure through
semi-structured files allows the administrator to append malicious or normal
accesses. In other words, administrators or operators of web services can main-
tain a library of user access behaviors that appropriately accommodates to
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Figure 6: Comparison of the run-time of the two models (TF-IDF and common-
feature) during testing phase (detecting anomaly)

their own needs.
The anomaly detection system proposed to use a group of decision tree

algorithms, namely random forests, based on an assessment of the training rate,
performance and abnormal performance. On the other hand, the use of other
algorithms such as SVM machine learning vector or deep learning techniques,
can also improve the detection performance of the abnormal classification model
obtained. However, these techniques are quite limited at the complexity of
deployment and training time, and may require special hardware and software
(especially for deep learning techniques).

The proposed system has been performing an experimental analysis of quite
a large amount of data up to millions of user accesses. The Python environ-
ment and NoSQL MongoDB database combine quite well when handling such
volumes. However, the proposed system is not really geared towards handling
big data like the Apache Spark platform. Even though, large data processing
platforms often provide toolkits connected to the Python environment due to
the popularity of this environment. It is possible to integrate and extend the
proposed system with large data processing platforms like Apache Spark.

5 Conclusion

With the increasing popularity of web services, the issue of administration and
monitoring user behaviors becomes even more urgent to ensure the quality of
service as well as the security of the web services. Anomaly detection in web
services can range from detecting misuse of users to malicious purposes which
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degrade the quality of website service to commit fraudulent behaviors.
The paper explores how to detect unusual accesses from log data on a web

server based on automatic rules generation by applying random forest algo-
rithms. User access to the services is represented by TF-IDF feature thanks
to its detecting performance. In addition, the report presented the method
to build and maintain a dataset for the development of an extraordinary clas-
sification model based on the ZAP security tool. Administrators can easily
maintain and update datasets according to their own management and super-
vision needs. Testing on the proposed anomaly detection system shows that the
system works relatively well, reaches 95% accurate detection and is capable of
processing and monitoring the volume of query data up to millions of Records
of user queries.

In the future, anomaly detection systems could be further investigated to in-
corporate more advanced machine learning algorithms to enhance the anomaly
detection performance. On the other hand, the analysis of anomalous access
behavior can be more detailed such as XSS, SQL or hijacking instead of normal
and abnormal as currently. Integration with large data processing platforms is
also a practical task to meet the needs of administration and monitoring with
large-scale web services.
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