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Abstract

There are a good number of tests that are available for testing a hy-
pothesis that samples come from populations with the same variance.
Many studies reported that there is no test which is uniformly best
for all distributions and sample size configurations.It can be seen that
Bartlett’s test, Levene’s test and O’Brien’s test offer different methods
for researchers to test data. However, each test has some unigue weak
points. To date, there are no studies about these tests when assump-
tions are violated under different situations. The aim of this paper is to
compare the empirical probability of the Type I error and the power of
the three statistical tests under the different types of distributions: nor-
mal, uniform,student’s t, chi-square distribution and nine configurations
of group size (nl, n2, n3, n4), the group variances were set as follows the
ratio of 1:1:2:2, 1:2:3:4, 1:1:1:4.

It was found that no test outperformed the others in terms of robust-
ness and power. The findings showed that the Levene’s test was not the
best option. Bartlett’s test is a good choice to test homogeneity of vari-
ances since it is not affected by sample sizes when the data is normally
or uniform distributed. Moreover, For low skew distribution, Bartlett’s
test is a good choice for small equal sample sizes and equal variances.
O’Brien’s test is the best for chi-square distributed. When the variance
ratio of 1:1:1:4, low skew distribution, Bartlett’s test and O’Brien’s test

Key words: statistics for homogeneity of variance test , type I error , power of the tests,
Bartletts test, Levenes test, OBriens test.
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would be commended for small unequal sample sizes, since they still af-
ford high power.

1. Introduction

There are a good number of tests that are available for testing a hypothesis
that samples come from populations with the same variance (e.g., [2,4,14]). Tt
is well known that classical tests for comparing variances are very sensitive to
departures from normality. A large number of tests have been examined and
stimulated in order to determine their robustness which is the capability to
control the Type I error and their power. Many studies reported that there is
no test which is uniformly best for all distributions and sample size configura-
tions. One test which using the sample median as an estimate of the location
parameter, usually stands out in terms of power and robustness against non-
normality is a Levene’s test [8]. After conducting extensive searches, it seems
that other tests of homogeneity of variance may have been a better choice than
the Levene test. Bartlett’s test is extremely non-robust against non-normality
[4, 7].0’Brien’s test, which does fairly well for behavioral science data, is robust
to data that departs from normality. It is competitive with other tests interms
of power and it can be easily applied in different ANOVA designs with equal
or unequal sample sizes[5].

From literature reviews, it is seen that the three statistic tests have different
methods to test data and they have some different weak points. Especially,
Bartlett’s test is sensitive to violation of normality assumption. O’Brien’s and
Levene’s test seem to be a good choice if robustness against non-normality
is needed. Yet, there are no studies about these tests when assumptions are
violated under different situations. The aim of this paper is to compare the
robustness and the power of Bartlett’s, Levene’s and O’Brien’s test. Section
2 provides a detailed description of all the tests. Section 3 reports the results
of a simulation experiment on the small, moderate, and the large sample sizes
performance of the tests, and the final Section gives some concluding remarks.

2. Description of the tests

2.1 Levenes test

Levene’s test was defined as the one-way analysis of variance on z;; = |yi; — i,
the absolute residuals and where k is the number of groups and the sample size
of the ith group. The test statistic is given by:

(N = k) Sy ni(z — 2)2
(k—1) 30 S0 (Ziy — )2
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where N = Yi=1Fn;, 2 = Y1 2i5/ni, 2= Y0 S0 2i/n.
The L is approximately distributed as an F' variable with k£ — 1 and N — k
degree of freedom.[13]

Bartlett’s test

The null hypothesis is rejected when Bl is greater than the 100(1 = )
percentile of the chi-squared distribution with (I — 1) degrees of freedom.

We consider a modification of Bartlett’s test investigated by Boos and
Brownie (1989). The modified test statistic is By = dB;, where d = 2/(35 — 1)

. NY L S (i)t
and 62 _ =12.;=1\Tij .

1 Dk (e —ai)?)

The modification is motivated by the fact that under weak regularity condi-
tions, By — %(62 —1)x?_, in distribution under Hy where 3 = E(X — u)*/o*
is the kurtosis of distribution (BOX, 1953) The critical point for Bs is the same
as that for By [7.]

This test is robust to data that departs from normality. It is also easy
to program into statistical packages like SPSS, it is competitive with other
tests of power and it can be easily used in different ANOVA designs with
equal or unequal sample sizes. O’Brien (1981) stated that not much research
has been done on this statistic. The computational operations for this test are
straightforward. Every raw score, ¥;; in this study is transformed using the
following formula:

n; — 15)n1(y” — gl)Q — 05812(TL1 — 1)
(ni — 1)(n; —2)

Vij =

Z;Lil Yij
n;
unbiased subgroup variances.
The mean of the V-values per subgroup will be equal to the variance com-

puted for each subgroup, i.e.,

, the mean for each subgroup i and s? = M, the

where 7; = P

DV

Uy S
n; ¢

The test statistic for the O’Brien Test will be the F-value computed on apply-
ing the usual ANOVA procedure on the transformed scores v;; [6]. There are
two criteria to detect appropriate statistics under violation of assumptions, ro-
bustness and power [7, 6, 13]. Robustness is the capability to control the Type
I error. In other words, it is the ability of the test of not falsely detecting non-
homogeneous groups when the underlying data are not normally distributed
and the groups are in fact homogeneous. A statistical test is designated ro-
bust, if the departure of the empirical Type I error (7) from the nominal level
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of significance () does not exceed the predetermined value. In this study,
robustness evaluation is established on the Cochran limit as follows:

At the 0.01 significance level, 7 value is between 0.007 and 0.015;

At the 0.05 significance level, 7 value is between 0.040 and 0.060

7 = the true probability of a Type I error = Probability (Hy is rejected

when Hj is true) and 7 = the empirical probability of a Type I error =
the number ofH( rejection when Hg is true
the number of replications 10,000 times °

a= the nominal level of significance or the theoretical alpha The statistical
test is called robust when its empirical alpha values lie within Cochran limit[3].
If any actual probability of the Type I error is over the limit, it shows that the
test cannot control the error rate.

The power of the test is the probability of rejecting a null hypothesis when
it is false and therefore should be rejected. In this study the power of the test
is calculated by subtracting the empirical probability of a Type II error from
1.0:

the number of Hy failed to reject when Hy is true

POWEE = the number of replications 10, 000 times

The maximum total power of the test is 1.0; the minimum is zero.
Heterogeneity of variance may affect both the type I and type II error rates.

Box (1954) showed that the effect of heterogeneous variances on the type I error

rate of the ANOVA F test would be approximately proportional to a coefficient

of variation of the variances (Box’s coefficient:

S \/3h(0 — mean(0?))?/k

2

o mean(o?)

where S,z is the standard deviation of the variances o?. So, ¢ may be used as
a measure of the degree of heteroscedasticity. For a given range of variability,
Box’s coefficient is largest when one variance is large and the rest are small.
When sample sizes are unequal, there is an additional important effect on
the error rate, which depends on the proportion of the un-weighted (ignoring
sample sizes) to the weighted (by the degrees of exemption of each sample)
mean of the variances (Box 1954).This ”bias ratio” reflects the grade to which
small sample sizes are coupled with large variations.|[1]

Monte Carlo Simulation and Results
To compare the Levene’s, Bartlett’s, and O’Brien’s tests a series of Monte

Carlo studies were done.Each statistic is measured in terms of robustness and
power.For robustness, the fewer Type I error a test make (falsely claiming
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unequal variances, when in fact the variances are equal), the greater the ro-
bustness. With power, the higher the number of correctly detected unequal
variances, when in fact they are unequal, the greater the power of the test.

The empirical Type I errorand power of the tests are investigated in the
simulation study using normal, student’s t, chi-square, and low skew distribu-
tions and many combinations of the sample sizes for 4 populations. The sample
variances in each group of four populations were in the ratios 1:1:1:1 (under
Hp) and 1:1:2:2, 1:2:3:4, 1:1:1:4 (under H;) which the Box’s coefficients were
0.33, 0.45 and 0.74. For estimating the empirical Type I error and power esti-
mates, nominal 5% level is used throughout the study with 10,000 Monte Carlo
Simulations. The data were generated in one situation for computing Levene’s
test, Bartlett’s test and O’Brien’s test. Then these values were compared with
their critical region, the values that rejected null hypothesis were counted. In
case of Type II error, the values that failed to reject the null hypothesis were
counted and the power of the test was calculated bysubtracting the probability
of the Type II error from 1.0. The process of computation was repeated for all
situations.

Tablel. The empirical Type I error under equal variance hypothesis of the Levene, Bartlett,
and O’Brien tests for 0.05 significance level with normal, student’s t, uniformchi-square,

and low skew distribution.

Sample Size Under H,
My Na.NgN, The ratio of variance 1:1:1:1
Normal t Uniform
Levens | Barflett| O'Bren Levene Bartett O'Brien | Levens Bartlett O'Brien

Unegusl Sample sizes

10,15.20.25 0.0520* | 0.04T%| O.04a1* 0.0450* 0.0305 0.0382 | 0.0524* 0.0553 0.0435°
35,40,45,52 0.0508* | 0.04B8® O0.0473* 0.0385 0.0316 0.0343 | 0.051% o.o512¢ 0.0475%
35,50,65.80 0.0485* | 0.04B2% 0.0489* 0.0390 0.0281 0.0373 | 0.0518* 0.0506* 0.0401*
30,65.90,150 0.0508* | 0.0+4B5* 0.0513* 0.0491* 0.0286 0.0495* | 0.0496* 0.0515* 0.0477*

Equal Sample sizes

16,16.16.16 0.0513* | 0.0<50% O.0410* 0.0429* 0.0378 0.0325 | 0.0497* 0.0420° 0.0350
20,20,20,20 0.0504* | 0.0472% 0.0407* 0.0360 0.0310 0.0285 | 0.0487* 0.0477 0.0396
30,30,30,30 0.0523* | 0.0526% 0.0455* 0.0387 0.0316 0.0338 | 0.0536* 0.0485% 0.0458*
50,50,50.50 0.0485* | 0.0501% O.04aD* 0.0377 0.0307 0.0329 | 0.0487* 0.0457* 0.0429°
60,60,60.60 0.0522* | 0.0500% O.0478* 0.0344 0.0302 0.0312 | 0.0483* 0.0458* 0.0455*

¥ Tyee | emor in corerel

When assumption of a normal distribution met, all three statistical tests
could control the Type I error for all settings of equal and unequal sample
sizes at o = 0.05. This evidences to show when the distribution was normal,
the sample size did not affect the robustness of the tests (Table 1, Figurel.).
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Tahblel {continued)
Sample Size Under H, Under H,
ngn,.n..n, The ratio of variance 1:1:1:1 The ratio of variance 1:1:1:1
Chi-square Lo shew
Levens Bartlett o' Brien Levens Bartlett o Brizn
Unequal Sample sizes
10,15,20.25 0.0e56 0.0779 0.0553 0.0803 0.0531* 0.0510*
35,40,45,52 00463 0.0538* [ahers g 0.0518* oLodB1* 0.0481*
35,50,65,80 0.0515* 0.0478* 00483 0.0512* 00489 0.0492
30,65,90,150 0.0s27 0.0427* 0.0528* 0.0519* 0.0a85* 0.0524*
Egual Sample sizes
16,16,16,16 0.0e23 0.0955 C.0548* 0.0623 0.05e8* 0.0512
20,20,20,20 0.0559* 0.0752 O.04E3r 0.0813 0.0555* 0.0498
30,30,30,30 0.0509* 0.0678 Q452 00577 0.0531¢* 0.0509*
50,50,50,50 0.0489¢ 0.0524* C.045T 0.0545* O.oaazt 0.0507
60,60,680,80 0.0 0.0451* Q.02 0.0485* O.oarze 0.0484

* Type | emeor in control

Figure 1. The empirical Type I error of Levene, Bartlett, and O’Brien tests for 0.05
significance level with normal, student’s t, and uniform distribution.
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Figure 2. The empirical Type I error of Levene, Bartlett, and O’Brien tests for 0.05
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Table 2: Effect of heterogeneous variances in power of the Levene, Bartlett, and O’Brien

tests of 0.05 significance level with normal, t, uniform, and chi-square distribution.

Distribution| Sample Size Under H, Under H, Under H,
n,.n..n,.n, The ratio of variance The ratio of variance The ratio of variance
(The average 1122 1:2:34 1:1:14
sample size) Levene | Bartett| o aren | Levens Bartlet [ gren | Levens | Bartet]n arien
Momnal Unequal Sample sizes|
10.15.20.25 (17.5) 0.5812 0.7T66T 0.5055 | (.T636 0.9625 07142 0.9876 0.9752| 0.9876
35.40,45.52 (43) 0.2993 0.9996 .99 1.0000 1.0000 1.0000 1.0000 | 1.0000( 1.0000
35,50,65,80 (57.5) 09393 1.0000 0.9333 | 1.0000 1.0000 1.0000 1.0000 | 1.0000( 1.0000
30,65,90,150 (83.8) 1.0000 1.0000 1.0000 | 1.0000 1.0000 1.0000 1.0000 | 1.0000( 1.0000
Equal Sample sizes
16,16,16,16 07424 0.7703 06942 0.Bo82 0.9774 0.8533 0.9913 0.9752| 0.9875
20,20,20,20 0.8726 0.8927 0.8459 | 09638 0.8964 0.8586 0.9207 | 0.9954( 059385
30,30,30.30 09853 0.9878 0.3824 | 09996 0.9399 0.9991 1.0000 | 0.9933( 1.0000
50,50,50.50 1.0000 1.0000 1.0000 | 1.0000 1.0000 1.0000 1.0000 | 1.0000( 1.0000
60,60,60,60 1.0000 1.0000 1.0000 | 1.0000 1.0000 1.0000 1.0000 | 1.0000( 1.0000
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Dictribution | Eample Size Ursder H_ Ursdier H_ Ursdier H_
S The ratic of vanance The matic of vararce The ratic of varance
{The avernge 1:4:2:2 1:2-3:4 114
sample gizs) Lavans | Bartett| o' Brmn | Levensl Bastlstt |57 Bran | Levens [ Sarciedn Bren
Unifzrm Uncqual Samplc szxs

10,1520, 25 (17 5 048es 03338 oEgss | 0T

[

07ss =l -y 08573 | 0.9743| D.5CE0

057 05747 05951 1.0000 10000 1.0000 1.0000 1.0000| 0.3
3E5.50E5,80 (575 05971 09358 | 02935 | 1.0000| 100000 1.0000 | 1.0000 | 1.0000] 1.0000
30,B65,90,150 (BLE] 05935 09359 10000 1.0000 10000 1.0000 1.0000 1.0000]  1.0000
Equnl Samplc sz
6,96, 16,16 022 04252 | 0E842 | Qe 0iE4Es 07653 | 09540 | QB:e2| 0.5E7E
20,20 710 210 0ETIC 06353 0E3ES 05159 [1i- ey 0.9033 09875 057 | 0.9sEs
3,30,30,20 0.2541 0.B245 | 05824 | 059555| 09%ES 0.9537 | 059335 | 0.8251| 1.0000
50,5050 50 0582z 09313 10000 1.0000 10000 1.0000 1.0000 1.0000]  1.0000
50,5060 50 05355 0.9%87 | 10000 | 10000| 10000 1.0000 | 10000 | 1.0000] 1.0000

Lo mhocew Urcgual Samplc sz

10,1520, 25 (17 5 0oTaE 02z 04205 | 0338 o433 oLnaT 07033 | Q7ee| 0;esT

B4 0.1544 05706 04882 | 0BLS 05022 =X | 05

i
=]
o
]
]
=

i
&

35, 50,65, B0 (57 5) 0=2z4 aeF=3 0sTe4 | OS032 as51s c.Begs 058396 | 0.9%86

30,65,90.150 {B3LB) 0.E035 orsT [ asma =K k] 059528 | 1.0000| 07540

Equnl Samplc sz

#6,96,16,16 0334 02406 00z | 04003 0.3524 05585 | OB136
20,20, 21020 02854 0253 L E 0.4533 07403 | Q738
30.30.30.30 D.4229 omaa 0.E98 09312 | oesEz
50,50.50,50 0eazs D.B535 DEIT 09353 09303 095 09885
B0LE0ED 50 0.TiEd 0738 0oeET | 053 0.9700 10000 | O9%T| 0741

Cheguar | Uscqual Samplc sz

10,15,20,25 (17 5 0.o9zE el [ 0oTEs | 01536 03806 ooy Dass3 | QBlad| Dazss

35,40 45,52 |4 02060 0231 1938 4728 [RE=E 0.4577 0BDsT | DE3BZ| 07953

35,50\65,80 (57 5} (10 Ty 03520 02034 | 0sE2 a2 0.5038 0B3ES | 09183 0.

30,65,90,150 {B3LB} 1oy | 2112 100 | DEasd 0723 = o] 09855 | 0.9843| D.omseS

Egual Samplc s=ca

96,96,16,16 01581 az2119 043z | 0Z\s2 03832 el ) Das7a | Qe | DezE
2202020 nIz4z D422 | 03029 1By 0.I796 05378 | Q5454|0505
30.30.30.30 2456 ATEE | DATE L 03875 QLBTe DeB1| OuesEz
S0,50,50,50 033 0I523 | 0=2e0 nEzxa 0L5EM 08200 | QBEEZ| D.E343

S0LE0E0 50 03670 03088 | OETIE 1 e C0.BE26 OBESS | DETEZ| O.B=5s
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Figure 3.Power of Levene, Bartlett, and O’Brien tests as influenced by Variance Ratios and
Sample Sizes with Normal Distributionat 0.05 significance level.
Nommal Disttheaticn

Variance Ratio = 1:2:3:4
13 Box’s coaficient = 0.43

The Bartlett’s test is most powerful in all the experimental cases when the
average sample sizes are less than 20, for another case the power of the three
statistic tests are approaching in 1. When the normality assumption met, but
the assumptions of homogeneity of variance violated as 1:1:2:2 and 1:2:3:4,
Bartlett’s test was the best option as it kept up good power. However, when
the variance ratio as 1:1:1:4, the power of the three statistical tests approached
in 1. For all settings, the power of the three statistical tests tends to go higher
as the average sample size increases and tends to go higher as the variance ratio
increases (Box’s coefficient increase).

Bartlett’s test could control the Type I error for all of equal and unequal
sample sizes, but O’Brien’s test could control the Type I error for all unequal
sample sizes andequal sample sizes which the average sample sizes were more
than 20 (Table 1, Figurel.), for equal sample size and for all settings of unequal
sample size. Nevertheless, the power of these tests tended to go higher as
average sample size increased and inclined to go higher as a variance ratio
increased.

When low skew distribution, Bartlett’s test and O’Brien’s test could control
the Type I error for all settings of equal and unequal sample sizes at o = 0.05,
but Levene’s test could control the Type I error for the average sample sizes
was more than 20 (. As the variance ratio of 1:1:2:2 and 1:2:3:4, Bartlett’s test
gave the highest power for all settings of sample sizes. However, O’Brien’s test
gave the highest power for variance ratio of 1:1:1:4, as the average sample size
less than 20, Bartlett’s test gave the highest power as the average sample size
more than 17.5, for equal sample size and more than 20 Levene’s test gave the
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Figure 4. Power of Levene, Bartlett, and O’Brien tests as influenced by Variance Ratios
and Sample Sizes with Uniform Distributionat 0.05 significance level.
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Figure 5. Power of Levene, Bartlett, and O’Brien tests as influenced by Variance Ratios
and Sample Sizes with Low Skew Distribution at 0.05 significance level.
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Figure 6. Power of Levene, Bartlett, and O’Brien tests as influenced by Variance Ratios

and Sample Sizes with Chi-square Distribution at 0.05 significance level.
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highest power. It likewise found that when normal assumption, homogeneity
of variance assumption and equality of the sample sizes violated, Bartlett’s test
still was an honest choice that paid the highest power. It likewise found that
the power of all tests tended to go higher as the Box’s coefficient increases.

For chi-square distribution, O’Brien’s test could control Type I error for all

the settings of equal and unequal sample sizes, Levene’s test for equal sample
size of 20, 30, 40, 50 and 60 and Bartlett’s test for sample size of 50 and 60.
For unequal sample size, Levene’s test and Bartlett’s test could control Type I
error of the for the average sample sizes more than 17.5. As the variance ratio
of 1:1:2:2 and 1:2:3:4, Bartlett’s test had the highest power for all settings of
sample sizes, as the variance ratio of 1:1:1:4, and all settings of unequal sample
size, Bartlett’s test had a little higher power more than the others, for the
equal sample size of 30, 50, 60 Levene’s test had a little higher power more
than the others.It likewise found that when the average sample sizes or the
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variance ratio increased, the power of these tests also increased.

Conclusion & Discussion

Under the normal assumption, homogeneity of variances, equal and unequal
sample sizes, the empirical Type I error of Levene’s, Bartlett’s and O’Brien’s
test fall within the Cochran limits at =0.05. In particular, the empirical prob-
ability of Type I error of O’Brien’s test was the most modest. This was the
same as the studies by [9, 10, 11, 12] that may have been a safer option than
the Levene’s test. This current study showed that unequal sample sizes had
not touched on the empirical probability of a Type I error of the three sta-
tistical tests. When the normality were met, but the homogeneity of variance
was violated, variance ratio of 1:1:2:2 (Box’s coefficient = 0.33) and 1:2:3:4
(Box’s coefficient = 0.45), for equal and unequal sample sizes, Bartlett’s test
had the highest power. However, when the variance ratio was increased to
1:1:1:4 (Box’s coefficient = 0.74), and equal sample sizes, power of the three
tests were similar.

In terms of robustness, for normal distribution, Levene’s test and Bartlett’s
test were as well as O’Brien’s test. For uniform distribution, Levene’s test
and Bartlett’s test appeared the superior over O’Brien’s test. For chi-square
distribution, O’Brien’s test did its best and Levene’s test can control the Type
I error when the average sample sizes is more than 20. In terms of power,
it appeared that Levene’s test and Bartlett’s test were as well as O’Brien’s
test. For the normal distribution and the average sample sizes were smaller
than 20, Bartlett’s test appeared the superior over Levene’s test and O’Brien’s
test when 1:1:2:2 and 1:2:3:4 ratio of variance. Nonetheless, for low skew and
Chi-square distribution, Bartlett’s test appeared the superior over O’Brien’s
test and Levene’s test for 1:1:2:2 and 1:2:3:4 ratio of variance in all equal and
unequal sample sizes. For Chi-square distribution and variance ratio of 1:1:1:4,
Bartlett’s test were as well as the others.

Bartlett’s test also seems to be robust to nominal significant level accord-
ing to Cochran’s criterion. However, only the empirical Type I error rate of
Bartlett’s test falls within the narrow interval. Bartlett’s test shows a good
performance even in asymmetric distributions like the low skew distribution,
but it does not control the Type I error rate in highly asymmetric distributions,
like the Chi-square distribution. Nevertheless, it is slightly more powerful than
Levene’s test and O’Brien’s test.

In closing, no test outperformed the others in terms of robustness and power.
The Levene’s test was not the best option. There were better testing could be
utilized, and some were more preferable depending on the distributional form
of the data. For a normal distribution, entirely of the ratios of variance, the
average sample sizes are more than 30, the power approach to 1. For uniform
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distribution, the power of the Levene’s test is similar to Bartlett’s test, when
the average sample sizes increase, the power approach to 1. For low skew
distribution, the power of Bartlett’s test is better than O’Brien’s test. For
student’s distribution, no statistical test could control the Type I error for all
of sample sizes.

Because of these determinations are founded on one set of simulation ex-
periment, generalizations require caution. For instance, the operating charac-
teristics of the tests may vary when there are more than four groups. Also, the
conclusions may not be applicable if the true variances are very different than
those investigated here.
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