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Abstract

The purpose of this paper is to present a mathematical model for
estimating semantic similarity among sentences in texts. The similarity
measure is constructed from the semantic similarity among concepts and
a set of concepts. Based on this model, we develop algorithms to cal-
culate the semantic similarity between two set of concepts and then the
ones to estimate the semantic similarity between sentences. This work is
considered as a continuation of our research [18] on the model of semantic
similar measures among sentences.

1. Introduction

Semantic similarity, which is the form of semantic relatedness, has become one
of important research areas in computation. It has been widely used in appli-
cations including natural language processing, document comparison, artificial
intelligence, semantic web, semantic web service and semantic search engines.
In the context of sentences, Jiang and Conrath [8] presented an approach for
measuring semantic similarity/distance between words and concepts. It com-
bines a lexical taxonomy structure with corpus statistical information. Lin
[10] whose idea is to measure the similarity between any two objects based
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on information-theoretic approach. Turney [19] introduced Latent Relational
Analysis (LRA), a method for measuring semantic similarity based on the se-
mantic relations between two pairs of words. Li et al. [9] presented an algorithm
that takes account of semantic information and word order information implied
in the sentences. The semantic similarity of two sentences is calculated using
information from a structured lexical database and from corpus statistics.

Mihalcea et al. [4, 13] presented a method for measuring the semantic
similarity of texts, using corpus-based and knowledge-based measures of simi-
larity. Hliaoutakis et al. [6] investigated approaches to computing the semantic
similarity between natural language terms (using WordNet as the underlying
reference ontology) and between medical terms (using the MeSH ontology of
medical and biomedical terms). Islam and Inkpen [7] presented a method for
measuring the semantic similarity of texts using a corpus-based measure of se-
mantic word similarity and a normalized and modified version of the Longest
Common Subsequence (LCS) string matching algorithm. Ramage et al. [17]
proposed an algorithm which aggregates local relatedness information via a ran-
dom walk over a graph constructed from an underlying lexical resource such
as Wordnet. Gad and Kamel [5] proposed a semantic similarity based model
(SSBM). The semantic similarity based model computes semantic similarities
by utilizing WordNet as an ontology. Madylova and Oguducu [12] presented a
method for calculating semantic similarities between documents. This method
is based on cosine similarity calculation between concept vectors of documents
obtained from a taxonomy of words that captures IS-A relations. Castillo and
Cardenas [3] presented a Recognizing Textual Entailment system which uses
semantic distances to sentence level over WordNet to assess the impact on
predicting Textual Entailment datasets. Pedersen [16] presented an empirical
comparison of similarity measures for pairs of concepts based on Information
Content. Oliva et al. [15] presented SyMSS, a method for computing short-text
and sentence semantic similarity. The method is based on the notion that the
meaning of a sentence is made up of not only the meanings of its individual
words, but also the structural way the words are combined. Batet et al. [1]
proposed a measure based on the exploitation of the taxonomical structure of
a biomedical ontology. Bollegala et al. [2] proposed an empirical method to
estimate semantic similarity using page counts and text snippets retrieved from
a web search engine for two words. Lintean and Rus [11] proposed word-to-
word semantic similarity metrics to quantify the semantic similarity at sentence
level.

Tran and Nguyen [18] proposed a model to measure the semantic similarity
between concepts and sets (non ordered) of concepts. Novelli and Oliveira
[14] presented TextSSimily, a method that compares documents semantically
considering only short text for comparison (text summary). Saric et al. [20]
described the two systems for determining the semantic similarity of short
texts using a support vector regression model with multiple features measuring
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word-overlap similarity and syntax similarity.
In this paper, we introduce a mathematical model for semantic similar-

ity estimation in domains with various ontologies. First of all, we investigate
a mathematical representation of semantic distance between concepts in an
ontology. Then, we examine a mathematical model for similarity of two con-
cepts as well as similarity between sentences. The significance of the proposed
mathematical model is that it offers a generalization that enables to maintain
flexibility and thus supports various computational measures. The remainder
of this paper is organized as follows. Section presents our mathematical model
for semantic similarity measure between two words. Section presents our math-
ematical model for semantic similarity measure between two sentences. The
final section is conclusion and perspectives.

2. Backgrounds

2.1. Semantic Similarity between Concepts in an Ontology

Definition 1. ([18]) An ontology is a 2-tuple G =< C,V >, in which C is a
set of nodes corresponding to concepts defined in the ontology and V is a set of
arcs representing relationships of couples of nodes in C.
Definition 2. ([18]) Let C be a set of concepts. A similarity measure sim :
C × C → [0, 1] is a function from a pair of concepts to a real number between
zero and one such that:

(i) ∀x ∈ C sim(x, x) = 1;

(ii) ∀x, y ∈ C sim(x, y) = sim(y, x).

Definition 3. ([18]) The path length L(c1, c2) between concepts c1 and c2 in
an ontology is the length of the shortest path from node c1 to node c2 on the
ontology.

Let c0 be the nearest common ancestor concept of two concepts c1 and c2,
we have L(c1, c2) = L(c1, c0)+L(c0, c2). The semantic similar measure between
c1 and c2 is based on the pre-similar function defined as follows:

Definition 4. ([18]) A function f : � × � → [0, 1] is pre-similar, denoted
pre-sim, iff it satisfies the following conditions:

(i) f(0, 0) = 1;

(ii) f(∞, l) = f(l,∞) = 0;

(iii) f(l1, l2) = f(l2 , l1);

(iv) f(l1, l2) � f(l3 , l4) if l1 + l2 � l3 + l4;
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(v) f(l1, l0) � f(l2 , l0) if l1 � l2;

(vi) f(l0, l1) � f(l0 , l2) if l1 � l2.

Proposition 1. ([18]) Given a pre-sim function font : � × � → [0, 1]. The
function sont : C × C → [0, 1] between concepts c1 and c2 with the nearest
common ancestor c0 on an ontology determined by the formula

sont(c1, c2) = font(L(c1, c0), L(c0, c2))

is a similar measure.

2.2. Syntax Similarity between Words with the Same Core

In reality, there are many of words with the same original core wordthat are not
included in an ontology. In order to measure the semantic similarity between
these words (called the core semantic similarity), we need an additional concept.

Definition 5. ([18]) The syntax distance between a word w1 and its original
core word w0, denoted as d(w1, w0), is the total number of characters that may
be added (or deleted) from the word w1 to become the original core word w0.

As a consequence, the syntax distance between two words w1 and w2, which
have the same original core word w0 /∈ {w1, w2}, is the total distance from each
of them to the common core word: d(w1, w2) = d(w1, w0) + d(w2, w0). Let w0

be the original core word of two words w1 and w2, we define a syntax similarity
between w1 and w2 as follows:

Proposition 2. ([18]) Let fsyn : � × � → [0, 1] be a pre-similar function.
The syntax similarity between words w1 and w2 determined by the formula

ssyn(w1, w2) = fsyn(d(w1, w0), d(w2, w0))

is a similar measure.

2.3. Transitive Semantic Similarity

Let c1, c2 and c3 be concepts, in which only c2 and c3 belong to the same
ontology and c1 and c2 shares the same core word. Then the relatedness relation
between c1 and c3 is called a transitive semantic relation.

Definition 6. ([18]) A function ftran : � × � → [0, 1] is a transitive similar
function, denoted tra-sim, iff it satisfies the following conditions:

(i) 0 � ftran(u, v) � v;

(ii) ftran(u1, v) � ftran(u2, v) if u1 � u2;
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(iii) ftran(u, v1) � ftran(u, v2) if v1 � v2.

And the transitive semantic distance is defined as follows:

Definition 7. ([18]) Let c1, c2 and c3 be concepts, in which only c2 and c3

belong to the same ontology and c1 and c2 shares the same core word. Suppose
that ftran : �×� → [0, 1] is a tra-sim function, ssyn(c1, c2) is the syntax sim-
ilarity on the same core word between c1 and c2, sont(c2, c3) is the semantic
similarity on ontology between c2 and c3. The transitive semantic similarity
between concepts c1 and c3 via concept c2 is determined by the following for-
mula:

stran(c1, c2, c3) = ftran(ssyn(c1, c2), sont(c2, c3))

It is easy to prove the following proposition.

Proposition 3. ([18]) Suppose that c1 has many concepts in core word rela-
tions C = {c′1, c′2, ..., c′n} and all c′i ∈ C have semantic similarity on an ontology
with c3. The transitive semantic similarity between c1 and c3 defined by the fol-
lowing formula:

stran(c1, c3) = Maxc′i∈C{ftran(ssyn(c1, c
′
i), sont(c′i, c3))} (1)

is a similar measure.

2.4. General Semantic Similarity between Two Concepts

Let c1 and c2 be two words or concepts. We consider the following cases:

• If c1 and c2 are both in the same ontology, then their general semantic
similarity is their ontology-based semantic similarity defined in Definition
4;

• If either c1 or c2 is in an ontology, other is not, their general semantic
similarity is their transitive semantic similarity defined in Definition 7;

• If neither c1 nor c2 is in an ontology, we consider as they have not any
semantic relation;

Definition 8. ([18]) Given c1 and c2 be the two words or concepts, the semantic
similarity between them is determined by the formula:

sword(c1, c2) =

⎧⎨
⎩

sont(c1, c2) if c1, c2 ∈ an ontology
stran(c1, c2) if c1 or 2 ∈ an ontology
ssyn(c1, c2) if c1, c2 /∈ any ontology

where sont(c1, c2) is the semantic similarity based on ontology, stran(c1, c2) is
the transitive similarity, and ssyn(c1, c2) is syntax similarity between c1 and c2.
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3. Semantic Similarity between Two Sentences

In this section, we consider a sentence as an ordered set of words. And then
the similarity between two sentences (two sets of words) is examined with two
levels:

• Semantic similarity: Only the semantic is considered, the order of word
in the set is not considered.

• Order similarity: only the order of words in the set is considered, the
semantic is not considered.

3.1. Semantic Similarity between Two Set of Words

Let S1 = {c1
1, c

2
1, ..., c

m
1 } and S2 = {c1

2, c
2
2, ..., c

n
2} be the two considered sets of

words, we create a common set of these two sets S12 = S1+S2 = {c1, c2, ..., cm+n}.
And then construct the two corresponding non-ordered semantic vectors Ti =
(t1i , t

2
i , ..., t

m+n
i ), i = 1, 2 as:

tji =
{

1 if cj ∈ Si

max{sword(cj, cv
i )}, v = 1, n or m if cj /∈ Si

where sword(cj , cv
i ) is the semantic similarity between the two words cj and

cv
i ∈ Si, i = 1, 2.

In order to measure the semantic similarity between two non-ordered sets
of words S1 and S2, we make use of the following assumptions:

Assumption 1. Let T1 and T2 be the two non-ordered semantic vectors of S1

and S2:

• The bigger the magnitude of each vector Ti, i = 1, 2 is, the higher the
semantic similarity between S1 and S2 is.

Definition 9. A function fnoss : [0, 1]k × [0, 1]k → [0, 1] is a semantic simi-
lar function between two non-ordered sets of words, denoted Non-Ordered-Set-
Similarity (NOSS), if it satisfies the following conditions:

(i) fnoss((0, 0, ..., 0), (0, 0, ..., 0)) = 0;

(ii) fnoss((1, 1, ..., 1), (1, 1, ..., 1)) = 1;

(iii) fnoss(X1, Y ) � fnoss(X2, Y ) if ‖X1‖ � ‖X2‖
(iv) fnoss(X, Y1) � fnoss(X, Y2) if ‖Y1‖ � ‖Y2‖

Proposition 4. The following functions are Non-Ordered-Set-Similarity (NOSS)
functions:
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(i) f((x1, x2, ..., xn), (y1, y2, ..., yn)) =
1
n

n∑
i=1

(
xi + yi

2

)

(ii) f((x1, x2, ..., xn), (y1, y2, ..., yn)) =

√∑n
i=1

(
xi+yi

2

)2

n

(iii) f((x1, x2, ..., xn), (y1, y2, ..., yn)) =
2
√∑n

i=1 x2
i ∗

√∑n
i=1 y2

i

n ∗
√∑n

i=1 (xi + yi)
2

And the semantic similarity between two non-ordered sets of words S1 and
S2 is defined as follows:

Definition 10. Given S1 = {c1
1, c

2
1, ..., c

m
1 } and S2 = {c1

2, c
2
2, ..., c

n
2} be the two

considered sets of words, and let T1 = (t11, t21, ..., t
m+n
1 ) and T2 = (t12, t22, ..., t

m+n
2 )

be the semantic vector of S1 in comparing with S2 and that of S2 in comparing
with S1, respectively. The semantic similarity between two non-ordered sets of
words S1 and S2 is determined by the formula:

snoss(S1, S2) = fnoss(T1, T2).

where fnoss(x, y) is a Non-Ordered-Set-Similarity (NOSS) function.

The algorithm of estimating the semantic similarity between two sets of
concepts S1 and S2 is presented in Algorithm 1. We firstly calculate the com-
mon set of S1 and S2 (Step 1), then initiate and construct the two vector T1

and T2 (Step 2-13), and then calculate the semantic similarity of the two sets
by fnoss function (Step 14).

3.2. Order Similarity between Two Sets of Words

Let S1 = {c1
1, c

2
1, ..., c

m
1 } and S2 = {c1

2, c
2
2, ..., c

n
2} be the two considered sets

of words, we also create a minimal common set of these two sets S12 = S1 ∪
S2 = {c1, c2, ..., ck}. And then construct the two corresponding ordered vectors
Ti = (t1i , t

2
i , ..., t

k
i ), i = 1, 2 as follows:

tji =
{

l if cj = cl
i ∈ Si

0 if cj /∈ Si

In order to measure the order similarity between two sets of words S1 and
S2, we make use of the following assumptions:

Assumption 2. Let T1 and T2 be the two ordered vectors of S1 and S2:

• The order similarity between S1 and S2 is highest when the two vectors
T1 and T2 are identical and there is no element of value 0.
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Algorithm 1 Semantic similarity between two sets of concepts
Input: 2 sets of words S1 = {c1

1, c
2
1, ..., c

m
1 } and S2 = {c1

2, c
2
2, ..., c

n
2}

Output: the semantic similarity between S1 and S2: SemSetSim(S1 , S2)

1: S12 ← S1 + S2

2: T1 ← (0, ..., 0)
3: T2 ← (0, ..., 0)
4: for all ti in the T1 do
5: for all cj in the S1 do
6: ti ← max{sword(ci, cj)}
7: end for
8: end for
9: for all ti in the T2 do

10: for all cj in the S2 do
11: ti ← max{sword(ci, cj)}
12: end for
13: end for
14: SemSetSim(S1 , S2)← fnoss(T1, T2)

returnSemSetSim(S1 , S2)

• The more the vector T1 is similar to vector T2, the higher the order sim-
ilarity between S1 and S2 is.

Definition 11. A function foss : �n → [0, 1] is a semantic similar function
between two ordered sets of words, denoted Ordered-Set-Similarity (OSS), if it
satisfies the following conditions:

(i) foss(0, 0...0) = 1;

(ii) foss(x1, x2, ...xn) � foss(y1, y2, ...yn) if xi � yi with ∀i = 1, n

Proposition 5. The following functions are Ordered-Set-Similarity (OSS)
functions:

(i) foss(x1, x2, ..., xn) = 1−
√∑n

i=1 x2
i

n

(ii) foss(x1, x2, ..., xn) = 1−
∑n

i=1 xi

n

And the order similarity between two ordered sets of words S1 and S2 is
defined as follows:

Definition 12. Given S1 = {s1
1, s

2
1, ..., s

m
1 } and S2 = {s1

2, s
2
2, ..., s

n
2} be the two

considered sets of words, and let T1 = (t11, t
2
1, ..., t

m+n
1 ) and T2 = (t12, t

2
2, ..., t

m+n
2 )
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be the order vector of S1 in comparing with S2 and that of S2 in comparing with
S1, respectively. The order similarity between two ordered sets of words S1 and
S2 is determined by the formula:

soss(S1 , S2) = foss(d1, d2, ...dm+n).

where:

di =

⎧⎨
⎩
| ti1 − ti2 |

max(m, n)
if min(ti1, t

i
2) �= 0

1 if min(ti1 , ti2) = 0

and foss(d1, d2, ...dm+n) is an Ordered-Set-Similarity (OSS) function.

The algorithm of estimating the order similarity between two sets of con-
cepts S1 and S2 is presented in Algorithm 2. First, constructing the minimal
common set of two given sets (Step 1). Then we initiate and construct the two
vector T1 and T2 (Steps 2-17). And then we calculate the distance vector be-
tween T1 and T2 (Steps 18-24). Lastly, applying the foss function to calculate
the order similarity of two given sets (Step 25).

3.3. Similarity between Two Sentences

Let S1 and S2 be the two considered sentences, it means that they are two
ordered sets of words. Let also Snoss(S1, S2) and Soss(S1, S2) be respectively
the semantic similarity and the order similarity between S1 and S2. In order
to measure the semantic similarity between two sentences S1 and S2, we make
use of the following assumptions:

Assumption 3. Let Snoss(S1, S2) and Soss(S1, S2) be respectively the semantic
similarity and the order similarity between S1 and S2:

• The higher the semantic similarity Snoss(S1, S2) is, the higher the seman-
tic similarity between S1 and S2 is, and vice versa.

• The higher the order similarity Soss(S1, S2) is, the higher the semantic
similarity between S1 and S2 is, and vice versa.

Definition 13. A function f : [0, 1]× [0, 1] → [0, 1] is a semantic and order
similar function between two objects of sentences, denoted Semantic-and-Order-
Similarity (SOS), if it satisfies the following conditions:

(i) fsos(0, 0) = 0;

(ii) fsos(1, 1) = 1;

(iii) fsos(x1, y) � fsos(x2, y) if x1 � x2
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Algorithm 2 Order similarity between two sets of concepts
Input: 2 sets of words S1 = {c1

1, c
2
1, ..., c

m
1 } and S2 = {c1

2, c
2
2, ..., c

n
2}

Output: the order similarity between S1 and S2: OrdSetSim(S1 , S2)

1: S12 ← S1 ∪ S2

2: T1 ← (0, ..., 0)
3: T2 ← (0, ..., 0)
4: for all ci in the S12, ti in the T1 do
5: if ci in the S1 then
6: ti ← 1
7: else
8: ti ← 0
9: end if

10: end for
11: for all ci in the S12, ti in the T2 do
12: if ci in the S2 then
13: ti ← 1
14: else
15: ti ← 0
16: end if
17: end for
18: for all t1i in the T1, t2i in the T2, do
19: if min(t1i , t2i ) �= 0 then
20: di ← |ti

1−ti
2|

max(m,n)

21: else
22: di ← 1
23: end if
24: end for
25: OrdSetSim(S1 , S2)← foss(d1, d2, ...dm+n)

returnOrdSetSim(S1, S2)

(iv) fsos(x, y1) � fsos(x, y2) if y1 � y2

Proposition 6. The following functions are Semantic-and-Order-Similarity
(SOS) functions:

(i) f(x, y) = x ∗ y

(ii) f(x, y) = w1 ∗ x + w2 ∗ y, ∀w1, w2 ∈ [0, 1], w1 + w2 = 1

And the semantic similarity between two sentences S1 and S2 is defined as
follows:
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Definition 14. Given S1 and S2 be the two considered objects of sentences,
it means that they are two ordered sets of words. Let also Snoss(S1, S2) and
Soss(S1, S2) be respectively the semantic similarity and the order similarity be-
tween S1 and S2. The semantic similarity between two sentences S1 and S2 is
determined by the formula:

Sos(S1 , S2) = fsos(snoss(S1, S2), soss(S1 , S2)).

where fsos(x, y) is an Semantic-and-Order-Similarity (SOS) function.

The algorithm of estimating the semantic similarity between two sentences
S1 and S2 is presented in Algorithm 3. We firstly calculate the semantic simi-
larity of the two non-ordered sets of words S1 and S2 (Step 1), then calculate
the order similarity of the two ordered sets of words S1 and S2 (Step 2), and
then calculate the semantic similarity of the two sentences by fsos function
(Step 3).

Algorithm 3 Semantic similarity between two sentences
Input: 2 sentences S1 and S2

Output: the semantic similarity between S1 and S2: SenSim(S1 , S2)

1: x← snoss(S1 , S2)
2: y ← soss(S1, S2)
3: SenSim(S1 , S2)← fsos(x, y)

returnSenSim(S1 , S2)

4. Conclusions

In this paper, we presented a mathematical model for calculating the semantic
similarity between sentences. We first estimate the semantic similarity between
two concepts which are either defined in an ontology, or only one of them is
defined in an ontology. The estimation is based on their semantic relation on
ontology, or their syntax relation or both of them. And then, the semantic sim-
ilarity between two sentences is constructed on the semantic similarity between
the individual words of them. Our model is considered as a generalization of the
proposed similarity computational models. At each step of estimation, instead
of applying a particular function, we generate them as some series of functions
satisfying the constraints defined by the model. This makes our model more
flexible in developing. It means that the developers could choose their own
operators and functions from their special domain as long as they satisfy the
constraints defined in our approach. The semantic similarity of two texts with
several sentences will be considered and presented in our future work.
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