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Abstract

Food preparation activities for cooking in the kitchen involve phys-
ical interactions between multiple objects such as hands, utensils, and
ingredients. Recognizing these complex activities using sensors embed-
ded in kitchen utensils is challenging. For accurate recognition, it is
necessary to design efficient feature representation of sensor data. In this
paper, we propose a feature learning method based on bag of features for
food preparation activity representation and recognition. The activity
model is built using histograms of motion primitives. We experimentally
validate the effectiveness of the proposed approach for recognizing ten ac-
tivity classes. The experiment results show that the proposed approach
provided substantially higher accuracy than traditional approaches for
food preparation activity recognition using embedded sensors.

1 Introduction

Activity recognition is an active research field with a wide range of potential
applications. One important application is situated services for supporting peo-
ple’s lives. In order to provide automatically situated support for people with
cognitive impairments in their homes, it is necessary to recognize activities of
daily living. Food preparation is one of the essential tasks in daily life and it
involves a large number of physical interactions between hands, utensils, ingre-
dients, etc. Recognizing these activities can help to recognize the particular
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ingredients or to reason the intention of the person who is cooking. So that the
system can assist people in cooking food if needed. However, because of the
complex interactions between multiple objects when processing food and high
intra-class variability, it is extremely challenging to recognize food preparation
activities.

There are two common approaches to activity recognition which can also be
applied for recognizing food preparation activities are computer-vision based
and wearable sensor-based. In computer vision-based approach, activities are
recognized from video and still images captured by digital cameras equipped
in the environment. In wearable sensor-based approach, signal streams from
sensors which can be instrumented in the surrounding environment or worn
on users or embedded in the utensils are analyzed to detect the activities.
For food preparation activity recognition, there are several computer vision-
based researches which achieved promising results such as [8, 12, 13]. However,
the limitation of this approach is that the system is strictly limited to the area
equipped with cameras. Therefore, in this study we focus on sensor-based activ-
ity recognition, especially sensors like accelerometers are embedded in kitchen
utensils [9]. This approach is more flexible than the former. Moreover, while
sensors and cameras equipped in the environments can expose sensitive data
and cause privacy concerns among users, there is no such problem with using
embedding sensors in utensils.

Sensor-based food preparation activity recognition is a typical time series
analysis problem. To recognize activities, sensor data streams are commonly
segmented into frames using a sliding window. Then for each frame, features
are extracted by transforming the sensor signals into a feature vector. Finally,
the feature vector is classified using any classifier such as k-NN or Decision
Tree. Like any general purpose pattern recognition problem, to achieve accu-
rate recognition, it is necessary to design appropriate feature representation of
sensor data. Good features should be able to clearly separate between different
activity classes.

Food preparation activities are very complex since they involve many dif-
ferent utensils and ingredients. Even a simple task like salad and sandwich
preparation requires more than ten activities such as chopping, peeling, slic-
ing, dicing, coring, spreading, stirring, scooping, scraping, shaving, etc [9]. In
addition, characteristics of these activities are also very complex. For example,
some of them have movements in one direction but the others have movements
in multiple directions. Some are repetitive or not. Others have lots of changes
in movements and directions but some only change a little. Since the char-
acteristics of food preparation activities are too diverse, features commonly
used in activity recognition such as mean, variance, entropy, correlation, etc.
computed from sensor signals [2] are not efficient enough (see results in [9]).

Another approach to deal with these challenging set of activities is to care-
fully design a big set of features with more complex ones like kurtosis, skewness
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or some important statistical features often used in time series problems (i.e.
speech recognition) like zero crossing rate, mean crossing rate or first order
derivative, etc. However, such heuristic feature design approach can not guar-
antee the appropriateness of the features to clearly separate the complex food
preparation activities. In our experiments below, we explored a complex set of
statistical features to prove this claim.

A possible solution to this problem is using multilevel features which have
shown good recognition performance on complex activities in recent activity
recognition works [3, 4, 16]. The features are extracted from sequential data
based on feature learning using bag of features, which can automatically dis-
cover meaningful representation of data to be analyzed. Bag of features is often
used in text categorization and image classification [6,14]. First, local features
are extracted from small segments of each activity frame. Then these local
features are grouped to form motion primitives in order to generate higher
level features using a clustering algorithm like k-means. The use of motion
primitives combines with the bag of features create histogram feature vectors
which form the activity model. This approach has resulted in significant ad-
vances in activity recognition. Therefore in this paper, we propose a motion
primitive-based model using bag of features for recognizing food preparation
activities.

The rest of this paper is organized as follows. Section 2 gives a brief survey
of recent works on food preparation activity recognition using sensors embed-
ded in utensils. Section 3 introduces the dataset and the proposed method.
Section 4 presents the experimental results and compares the performance of
the proposed method and the heuristic feature design approach. Section 5 is
the conclusion.

2 Related Work

There is a lot of works on activity recognition using wearable sensors but just
a few on recognizing food preparation activities. The recent work of Stein
and MacKenna [13] follows a multi-model approach using both accelerometers
attached to kitchen objects and an RGBD-video camera, which help to combine
generic and user-specific data from multiple sensor modalities. The multi-model
approach can take advantages of complementary information but require pre-
settings in the environment and may raise privacy concerns form users. Another
work by Pham et al. [9] which based on accelerometers embedded in utensils has
proposed to use some popular statistical features extracted from the temporal
domain. Even the recognition result can demonstrate that a broad set of food
preparation actions are able to reliably recognized using sensors embedded in
kitchen utensils but it is not feasible to use in practical.

For the approach of motion primitive based model using bag of features for
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Figure 1: Schema for bag of features based food preparation activity recognition
using accelerometers

activity recognition, there are several works used recently like [3, 4, 16]. The
basic principle of this approach often consists of three steps: local feature ex-
traction, motion primitive learning and motion histogram construction. Local
features are extracted from small segments of sliding windows. In this step,
local characteristics of activity signal are captured. Motion primitives can be
learned by using a clustering algorithm like k-means or Gaussian mixture model
to group local features into clusters. Then each cluster center forms a motion
primitive. And motion histogram is constructed based on the occurrence of mo-
tion primitives in an activity frame. In this study, we follow this approach to
efficiently recognize a fine-grained food preparation activities. In additional, a
set of statistical features used in local feature extraction is designed (presented
in section 3.3) to capture local characteristics of food preparation activities.
This feature set is more efficient than the simple local feature set with mean
and variance, which is often used in similar motion primitive based model for
activity recognition [4, 16].

3 Proposed Method

This section presents the schema for food preparation activity recognition using
accelerometers with four steps: preprocessing, segmentation, feature extraction
and classification. The most important step is feature extraction using bag of
features model to extract appropriate features for recognizing food preparation
activities. Figure 1 shows the proposed schema for for food preparation activity
recognition.
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3.1 Preprocessing

In preprocessing step, data is acquired using sensors embedded in kitchen uten-
sils. Some sensors can provide multiple values (i.e. multiple directions) or mul-
tiple sensors are jointly sampled. Each of the sensors have it own sampling rate
and the sampling rates of the different sensors can differ. Some sensors may
change their sampling rate for some reasons, for example, for power saving.
For this reason, in preprocessing step, it is required to synchronize the input
sensor data to prepare for feature extraction step. In addition, data are often
missing or being distorted due to noise or calibration effects. To alleviate these
unwanted effects, it is necessary to denoise and fill the gap for the input data.
It is important to notice that preprocessing step need to keep characteristics
of sensor signal containing activities of interest.

3.2 Segmentation

In this step, the input signal stream is segmented into frames or windows by
using a sliding window. The size of sliding window influences performance
of the system [5]. In our problem of recognizing food preparation activities,
empirical study for finding best window size on the experimental dataset has
been performed for segmentation step.

3.3 Feature Extraction

Good features are crucial to improve the classification accuracy of any activity
recognition system. Previous approaches like [9] often extracted feature values
from activity frames using features heuristically designed. In this study, we
use bag of features approach for automatically learning appropriate features
to improve the accuracy. Therefore, each frame is then divided into smaller
segments with overlap using another smaller sliding window. These segments
are much smaller than the frame and are called slices. Size of the slices is also
very important to the performance of recognition. Since there is not many
studies about effective size for window slice, in this work we discover the best
window slice size via tuning in the experiments. From each slice, we extract
feature values using a set of statistical features to form a local feature vector.

Notice that, the chosen features should be simple enough so that they can
reliably be calculated from slices which are very small segments. Moreover,
the feature set need to be carefully selected to capture multiple characteris-
tics of food preparation activities. In this work, we propose a set of several
simple statistical features including mean, variance, standard deviation, and
correlation. In which, mean is effective for differentiating postures like sitting,
standing, lying [1] (based on calculating gravity vectors) so that it is useful
for distinguishing food preparation activities using a chopping board or not.
Variance shows the level of movement in the signal [5] and it may help to
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differentiate chopping, dicing, slicing as these activities are similar but differ-
ent in movement intensity. Standard deviation can tell about the spread out
from the average and is often used in combination with mean and variance [2].
Correlations between pairs of acceleration axes can help to separate activities
related to one direction and multi-direction movements [11] and hence it can
differentiate activities like dicing, chopping, slicing, scraping and activities like
stirring, scooping, coring.

After that, local feature vectors from all training activity frames are pools
together and similar local feature vectors are grouped in same clusters to form
motion primitives. Set of all motion primitives is called vocabulary. Common
clustering algorithms like k-means [3, 7, 16] or Gaussian Mixture Model [16]
can be used in this process. In the next step, we combine motion primitives
learned with bag of features model in order to find higher level features. In
which, occurrences statistics of motion primitives are calculated on each frame
to form histogram feature vector. These feature vectors are taken as input
features for classification algorithms.

3.4 Classification

In order to show the advance of proposed feature extraction method based on
bag of features, a very popular classifier C4.5 decision tree - which is widely
used in classification problems [15] is chosen for classifying fine-grained food
preparation activities. C4.5 are built from a set of training data based on
the concept of information entropy. At each node of the tree, C4.5 chooses
the attribute of the data that most effectively splits its set of samples into
subsets enriched in one class or the other using the normalized information
gain criteria. The output classifier can accurately predict the class to which
a new case belongs [10]. C4.5 is also used in Pham’s work [9] with the same
dataset.

4 Experiments and Results

4.1 Dataset

We conduct experiments on Ambient Kitchen dataset created by Pham et al.
[9]. This dataset contains data streams from tri-axial accelerometers embed-
ded in kitchen utensils. Sensor readings are sampled at the rate of 40 Hz.
Participants in the experiments performed various food preparation activities
in the kitchen using different utensils with different ingredients. In details, the
food ingredients used for salad and sandwich preparation task include pota-
toes, tomatoes, lettuce, carrots, onions, garlic, kiwi fruit, grapefruit, pepper,
bread and butter. Four kitchen utensils embedding accelerometer used in food
preparation task are big knife, knife, small knife and spoon. Twenty subjects
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are required to freely perform any actions for salad and sandwich preparation
under no limitations. The number of activities in the dataset is eleven con-
sisting of chopping, peeling, slicing, dicing, coring, spreading, eating, stirring
scooping, scraping and shaving. The activities were manually assigned and
provided with the dataset. Because eating is not a food preparation activity,
we remove this activity from the dataset for our experiments below. Example
of some activities are shown in figure 2.
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Figure 2: Examples of some food preparation activities in the dataset

Empirical study for sliding window size has been performed and the results
shown that the best performance of the proposed algorithm can be achieved
with size of 128 value points (3.2 seconds) and an overlap of 50%. Therefore in
the experiments we use these value to segment the data streams into frames.
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4.2 Experimental Settings

In the experiments, overall accuracy is used as the performance metric to eval-
uate recognition accuracy of the proposed method and compare with other
approaches. It is widely used in activity recognition [2]. Overall accuracy is
computed as ratio of number of frames correctly classified over the total num-
ber of frames. With n; is the number of test frames of an activity a; , Acc(a;)
is the accuracy of activity and M is the total number of test frames for all
activities, the formula of overall accuracy is represented as follows:

>imne X Ace(a;)
SR (1)

All methods and settings are evaluated with 10-fold cross-validation proto-
col. For each fold, 10% of the training set is held out and used as the validation
set for tuning slice size and use this parameter for the test set. Empirical ex-
periment for the number of clusters k is performed and the result showed that
the best one is 200. This is also the number of motion primitives. We follow
this number for our experiments below.

Overall Accuracy =

4.3 Experimental Results

In this section, experiments are performed in order to compare recognition ac-
curacy of our method when using features extracted based on bag of features
and the other methods using heuristic feature design. The feature set com-
bines several popular statistical features that shown their performance across
a variety of activity recognition problems [1, 11]. It consists of mean, variance,
standard deviation, correlation, zero crossing rate, mean crossing rate, first
order derivative, FFT coefficients in order to afford the complexity of the ten
fine-grained food preparation activities in the dataset. In which, mean shows
mean of acceleration value and being used to differentiate postures when us-
ing utensils for preparing food. Variance shows the level of movement in the
signal and it may help to differentiate chopping, dicing, slicing as these ac-
tivities are similar but different in movement intensity. Correlations between
pairs of acceleration axes can differentiate activities related to one direction
and multi-direction movements. FFT coefficients are effective in differentiating
some repetitive activities so that it can be good for many food preparation
activities like chopping, slicing, stirring, etc. The rest of features are impor-
tant statistical features often used in many time series problem like speech
recognition. In addition, we also re-implemented Pham’s work [9] using sliding
window size of 128 data points and kept the best parameter values as report
in his paper. The classifier used in all experiments is C4.5 decision tree.
Table 1 summarizes overall accuracies of three methods. All methods
achieve high accuracy (over 82%). The accuracy improvements of our pro-
posed method over the two other methods are significant (nearly 4% compared
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Table 1: Comparison of overall accuracies of all three methods

Method Overall Accuracy (%)
Pham’s method 82.9
Heuristic feature design 84.7
Our proposed method 88.3

Table 2: Comparison of accuracies of each activities on the experiment dataset
for Pham’s method, heuristic feature design method and our proposed method

Activity Pham’s Heuristic feature Our proposed
method (%) | design method (%) | method (%)
Chopping 85.50 95.39 98.36
Peeling 93.22 90.16 93.44
Slicing 31.97 36.84 39.47
Dicing 26.26 40.54 35.14
Coring 79.60 77.27 86.36
Spreading 50.41 52.63 55.56
Stirring 83.76 82.35 85.85
Scooping 89.75 83.02 94.12
Scraping 63.38 65.45 69.09
Shaving 64.90 65.85 70.73
Average 66.88 68.95 72.81
Accuracy

with heuristic feature design and 5.4% compared with Pham’s work). Heuris-
tic feature design methods has higher accuracy compared with Pham’s work.
This result shows that by selecting appropriate features, we can improve the
recognition accuracy.

In table 2, detailed results for each class and the average accuracy are rep-
resented for all methods. There are 5 activities with high recognition accuracy
for all methods including chopping, peeling, coring, stirring, scooping. It is ob-
vious because each of these activities are rather different with other activities.
Some activities with low recognition accuracy are slicing, dicing, spreading.
These activities are similar in term of signal so that it is hard to differenti-
ate them clearly. Or even in real life, people sometimes can not differentiate
between dicing and slicing. When using heuristic feature design, accuracy of
some activities like chopping, slicing, dicing, spreading, scraping and shaving
increased, especially slicing and dicing. However accuracy of other activities
decreased. But for our method based on bag of features, the accuracy of all
activities are improved compared to the two other methods, except dicing.

The next experiment is designed to evaluate the influence of different local
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Table 3: Comparison of overall accuracy of the two local feature sets

Local feature set Overall Accuracy (%)
Feature set 1 86.9
Feature set 2 (our proposed features) 88.3

feature sets. The first local feature set consists of mean and variance, which
are often used in recent work based on motion primitive based model using bag
of features such as [4, 16]. The second feature set used in previous experiments
consists of features which are designed to capture local characteristics of food
preparation activities. For this experiment, all parameters used in previous
experiment are kept. Table 3 summarizes the accuracies achieved when using
each feature set on the experiment dataset. The results show that the second
feature set provide better accuracy than the first feature set.

5 Conclusion

In this paper, we have presented a feature learning method based on bag of
features for fine-grained food preparation activity recognition. Based on bag-
of features, general motion primitives has been identified. Then the activity
model is built using histogram of those motion primitives. The proposed ap-
proach has been evaluated on AK dataset containing complex food preparation
activities. The experiment results show that the proposed approach provided
substantially higher accuracy than existing approaches for food preparation
activity recognition.

A weakness of this approach is it only bases on the distribution of motion
primitives and can not keep temporal correlations of the activity streams. In
our future work, we will consider other powerful models like HMM or CRF for
this direction. Deep learning based techniques are also promising approach for
our activity recognition problem.
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